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Question

How many of you use use ChatGPT, 
Microsoft Copilot, Gemini … ?



Chatbots’ usage stats are crazy high - October 2024

⚠ Huge variations from one month to another

Microsoft 

CopilotGemini
ChatGPT ClaudePerplexity

291.6 M

90.8 M
84.1 M

# Visits

3.7 B

69.4 M

Source: similarweb.com



Other stats: huge user adoption

X (Twitter)
Netflix ChatGPTInstagram

2 years

T-1M users

3.5 years

2.5 months

Source: https://explodingtopics.com/blog/chatgpt-users

→ Crazy fast user adoption for ChatGPT and 
chatbots in general

→ People rely strongly on this type of tools 

→ They start using them as search-engines

Time taken to reach 1M users

What consequences for such 

use of chatbots ?

5 days 🤯 

https://explodingtopics.com/blog/chatgpt-users
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1. Context
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2. How to augment search-engines’ capabilities with AI ?
a. LLMs (Large Language Models) and RAG (Retrieval Augmented Generation)
b. Search engines
c. From search engines to AI assistants

3. Potential threats of irresponsible use of AI assistants
a. Threat’s list
b. Why algorithmic auditing and moderation layers studying is important ?



Why this talk ?
● I am a freelance, specialist in data science, AI and applied research

● I collaborated with
○ NGO that makes Big Tech accountable

● I worked on a project funded by
○ Cascade funding project that help beneficiaries develop digital innovation in the domain of 

searching and discovering data and generally resources on the internet.

 

● The goal of that project was: algorithmic auditing of LLM-powered 
search engines



What’s algorithmic auditing ?

● It can be defined by a set of approaches to analyze algorithmic 
processing systems

● Example of a methodology applicable for chatbots:

Prompts list Web-scraping Data 
preparation Labeling Analysis

For more examples visit the 
AI Forensics webpage !
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At the end of this talk, you’ll understand why 

it’s important to perform this kind of audit
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How can an LLM get updated and specialized information ?

A Knowledge base: 
documents, webpages, …

Suppose you have :

A Large Language 
Model



LLMs can get updated knowledge with RAG (Retrieval Augmented Generation) 

Knowledge base Data extraction Data chunking Embedding Vector database

The information in that knowledge base can be 
processed and stored efficiently1



LLMs can get updated knowledge with RAG (Retrieval Augmented Generation) 

Vector databaseData chunking Embedding

2 If you have a query, the most relevant information in that database 
can be retrieved and the LLM can generate answer to it

User question Relevant information 
retrieval

Answer generated

Similarity measure computation between the query’s 
embedding vector and the vectors in the DB 



High-level overview of search engines components

Image courtesy: When Search Engine Services meet Large 
Language Models: Visions and Challenges, Xiong et al., 2024

https://arxiv.org/pdf/2407.00128


How LLMs and RAG can augment search engines’ capabilities ?

Image courtesy: When Search Engine Services meet Large 
Language Models: Visions and Challenges, Xiong et al., 2024

https://arxiv.org/pdf/2407.00128


But it doesn’t stop there …

→ Those chatbots are becoming AI assistants 

○ Many usages possible thanks to multimodality
○ Relevant sources cited, …

→ This boosts user adoption even more and increases 
trustworthiness of these tools for most users

AI assistant
�� �� 

🎞�� 
Sources



So what are the risks of 
irresponsible use of AI-assistants ?



Ecological risk

● Manufacturing , maintenance of AI infrastructures

● The carbon footprint of training the GPT 4 model is 
equivalent to the yearly consumption of 1300 US 
households.

● Inference costs are high too, eg:
○ A query to a traditional search engine consumes 3 

times less energy than a query to ChatGPT.

https://tinyml.substack.com/p/the-carbon-impact-of-large-language
https://tiendasigloxxi.es/en/blog/572-a-query-on-chatgpt-consumes-three-times-more-energy-than-on-the-google-search-engine
https://tiendasigloxxi.es/en/blog/572-a-query-on-chatgpt-consumes-three-times-more-energy-than-on-the-google-search-engine


Disinformation

● Hallucinations (factual errors)
● Misinformation through data voids
● Threat to democracy
● Media literacy at risk …
● Deepfakes (audio, images)

→ Ethical aspects



All kinds of bias

● English-centric
● US-centric
● Racial, social, sexual orientation, 

gender biases …

→ Ethical concerns

● On users side: understanding 
bias

● …

Google’s attempt to generate less biased images led to this 
polemic of historically inaccurate results



Copyright infringement



Impact on SEO (Search Engine Optimization)

● Internet is invaded by 
AI-generated content

 → Internet-based training data 
pollution

Most of top results for this 
query are AI generated →



What can we do about it ?

Regulation ResearchEducation

Agile regulation on: 

● Critical topics
● Model’s training energy 

consumption
● Open training sets for 

foundational models

● Households, individuals
● Companies
● AI practitioners
● Cross-sources information 

checking
● Teach the “Don’t use it if you 

don’t really need it”
● Critical thinking
● Use local AI models when 

possible

● Energy scores for AI models
● Algorithmic auditing
● Moderation layers analysis 
● Safety, cyber-security
● Bias
● Data curation and analysis
● Model evaluation
● Explainability
● Advocate for training small 

specialized models rather than 
pursuing AGI

● AI-generated content detection, 
watermarking



Thank you for your attention !
Any questions ?

Can I help you 
with that ?

Hmmm … Nope ! I 
can do it myself !You can follow me on 
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